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GÉANT	topology	
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• Exponen>al	traffic	increase	

• Flat	(or	shrinking)	budget	

• Need	for	programmability	

• Reduce	vendor	lock-in	

• Keep	the	exis>ng	mission	and	design	ra>onale	

Challenges	
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Traffic	trends	

Data	growth	x	3	over	four	years	
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IP/MPLS	 Lambdas	

•  2.4	EB	of	data	received	in	2018	
•  Long-term	trend	~30%	YoY	

Network	and	Capacity	Growth	



www.geant.org	

Enter	the	GN4-3N	project	
(formerly	known	as	IRU-SGA)	

! EC	created	a	funding	vehicle	to	procure	infrastructure	on	long	terms	contracts	and	
with	100%	funding.	

“Go	beyond	the	state-of-the-art	by	restructuring	the	backbone	network	through	
exploraDon	and	procurement	of	long-term	IRUs	and	associated	equipment	to	
increase	the	footprint,	sDmulaDng	the	market	in	cross-border	communicaDons	
infrastructure	whilst	decreasing	the	digital	divide	and	reducing	costs”	
“Improve	the	minimum	service	level	of	the	smaller	European	NRENs	and	their	users	
by	ensuring	connecDvity	speeds	of	100	Gbps	(where	technically	and	economically	
feasible)”	

! Funding	cycle	2019-2022		
! Budget	at	least	16M€,	out	of	total	4-year	GÉANT	project	budget	of	128M€	

Extract	from	objecZve	for	the	IRU	SGA	
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First	things	first:	what’s	the	budget?	

GN4-3	
project	 GN43-N	

project	

16	M€	+	X	112	M€	-	X	

X	=	??	

€	

GN4-3N	budget	can	
only	be	spent	for	
infrastructure!	
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Stakeholders	
review	

Network	
Blueprint	
IRU	budget	€	

Financial	
constraints	

Desirable	
outcome?	

Community	
Engagement	and	

Workshops	

Regional	
Studies	

Technology	
Strategy	Traffic	

ProjecZons	

Market	RFI	
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Infrastructure	
Sharing	Equipment	

Cost	

How	to	decide…	
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GÉANT	future	topology	(in	progress)	

24	countries	on	fiber	(+10):	
UK,	IE,	PT,	ES,	FR,	BE,	NL,	DE,	EE,	LV,	
LT,	PL,	AT,	CZ,	SK,	CH,	HU,	IT,	SI,	HR,	
RO,	BG,	GR,	RS	

For	the	remaining	countries:		
•  standard	leased	capacity		

(minimal	10GE,	might	be	100GE	
by	end	of	project)	

•  or	addiZonal	DF/spectrum	as	part	
of	regional	extension	

Es>mated	NRC:	50	M€	

Based	on	Infinera	DTN-X	and	
Juniper	MX	Plalorm	

14	countries	connected	on	
fiber	

•  UK,	BE,	FR,	CH,	DE,	AT,	NL,	
HU,	HR,	IT,	SI,	SK,	CZ,	ES	

Mix	of	DWDM	and	leased	
capacity.		
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Open	Line	System	

ILA ROADM ROADM ILA 

Technological	Enabler	–	Open	Line	System	

Network	A	

Network		C	

Network	B	

Network	C	

Network	A	

Network	B	
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Vendor	Proprietary		
Network	Controller	

MulZ-vendor	Open	Network	
Controller/Orchestrator	

•  Proprietary	and	Closed	APIs	
•  Vendor-Specific	data	model		

•  Open	and	Standard	APIs	
•  Open	data	model		

NMS	NMS	

Open	OpZcal	Line	SYSTEM	

Disaggregate:		
Open	Op>cal	Line	System	 DCIs	

Revolu>on	of	the	transport	
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Op>ons	for	the	packet	layer	

Keep	using	the	exisZng	plakorm	
where	high-density	line	cards	
are	needed	

Replace	medium-sized	MX-480	
devices	in	smaller	PoPs	with		
MX-204s	

White/Brite	Boxes:	Open	Hardware	and	Open	
Network	OperaZng	System	
Fully	decoupled	evoluZon	
New	Ecosystems	

Op>on	1	 Op>on	3	Op>on	2	 ?	
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Bigger	is	not	always	beoer	

Enter	the	MX204	

4x	QSFP	–	1x100G	or	4x10G	

8x	SFP	–	1G	or	10G	

400G	total	switching	capacity	
Enhanced	QoS		
PTP	support	
Dual	PSU		
Single	rouZng	engine	

~80%	OPEX	
reduc>on	
~70%	less	
power	
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Puqng	it	all	together	

14	

Juniper	MX960		
and	MX480	

Low	space	and	power	
requirements	

Low	Capex	and	
Reduced	Opex	

NRENs	 Infinera	
OTN	

Dark	Fibre	
Leased	
Capacity	

Coriant	
DCI	

New	InterconnecZon	
between	routers	

Juniper	MX960		
Juniper	MX204		

Infinera	

Replace	MX	480s		
with	MX204	

66%	reducZon	in	power	
and	70%	reducZon	in	

maintenance	

Open	Line	System	
Deploy	OLS	and	
remove	OTN	

DCI-External	Transponders	

Edge	Devices	

Packet	Core	Devices	
Simple	packet		

Layer	

Vendor	AgnosZc	
OpZcal	Layer	

Increase	
opZons	for	

NREN	
connecZvity	
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NMS	
NMS	

IP/MPLS	 L2	

Managing	a	Disaggregated	Network	

Edge	Devices	
Packet	Core	
Devices	

DWDM	

Open	Line	
System	

Generic	
Transponders	A	

Generic	
Transponders	B	

NMS	 NMS	 NMS	

Generic	
Transponders	A	

Aggrega>on	and	Orchestra>on	Layer,	Service	Crea>on	

This	network	is	only	
one	part	of	the	

service	supply	chain…	



www.geant.org	

Costs	projec>on	
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OLD	Commercial	DF	 NEW	Commercial	DF	 OLD	Line	System	 NEW	Line	System	

NEW	DCI	 OLD	Commercial	Leased	 NEW	Commercial	Leased	 OLD	NREN	Spectrum	

OLD	NREN	Leased	 NEW	NREN	DF	 NEW	NREN	Spectrum	
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GN4-3N	Planning	
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• Vendor	and	Technology	Agnos>c	Architecture	
• Disaggregate:	de-couple	innovaZon	cycles	and	accelerate	innovaZon	
•  Increase	op>ons	to	connect	NRENs	to	different	plakorm	depending	on	
their	needs	
• Reduce	space	and	power	requirements	by	allowing	smaller	form	factors	

Differen>ate	from	commercial	providers	

Flexibility	and	control	
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What	it	means	for	the	end	users	

• Very	large	capacity	available	from	day	1	

• Addi>onal	capacity	very	cheap	to	add	

• Advanced	capabili>es	and	rapid	deployment	

• Uncontested	and	unrestricted	data	flow	



www.geant.org	20					|	



www.geant.org	

EuroHPC	

EuroHPC	declara>on	
Signatory	European	
countries	



www.geant.org	22					|	



www.geant.org	

• Ultrahigh-speed	DC	interconnecZon	
• Distributed	data	centres		
• Disaster	recovery/high	availability	

Novel	use-cases	
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InterconZnental	connecZvity	
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ANA-n00	
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EU-China	
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10G	sea-cable	(BIJ-LON)	

10G	terrestrial	route	(BIJ-FRA)	
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CAE-1	
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London	

Singapore	

RTT:	168.8	ms	
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•  BELLA-S	
•  TransatlanZc	spectrum	IRU	for	25	
years	

•  BELLA	–T	
•  Builds	long-term	100Gbps		
backbone	in	South	America	

BELLA	programme	
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All	BELLA	connecZvity	is	on	schedule	to	go	live	by	end	of	2020.	

•  100Gbps	GÉANT-RedCLARA	interconnecZon	
•  100Gbps	for	Copernicus	
•  Ability	to	light	up	to	43	more	channels	
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Who’s	going	to	benefit	from	all	this?	
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Not	the	usual	internet	traffic	
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“My	Network	is	different”	
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Public	Internet	

Geneva	to	Canberra	

Geneva	to	Canberra	

Geneva	to	Canberra	GÉANT	+	R&E	networks	US	to	Australia	

GÉANT	and	R&E	partners	

R&E	networks	are	designed	for	different		
goals	than	the	Internet	
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Grazie!	

© GEANT Limited on behalf of the GN4 Phase 2 project (GN4-2). 
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